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Abstract—In the last decade artificial intelligence (AI) has
greatly evolved due to the combination of neural networks and
increased computational power. This has led to a variety of
new Al applications like chat- and voicebots. Even though such
applications have become increasingly visible, the moral impacts
they have on humans are relatively unknown. The analysis of
these impacts is an emerging research field in sociology and
psychology. Researchers therefore need easy-to-use chat- and
voicebots to carry out their experiments. The frameworks and
applications needed for such bots should be open-source and free
to use under a public licence so that the approaches can be shared
freely among researchers and be further developed.

In this paper, we develop a chatbot with voice support using
only open-source frameworks with public licences. It is used in a
social experiment about moral decisions to prove its applicability
to real world experiments. Our framework is capable of detecting
and processing speech in an online manner with a latency below
one second.
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I. INTRODUCTION

AT has evolved a lot in the last few decades and has become
an indivisible part of our lives - ranging from virtual assistants
to humanoid robots. Al has helped humans in making our work
easier. It has immense applications in various fields. We use Al
applications in our everyday lives - from setting up meetings,
navigation, shopping, asking questions, learning, etc.

Because of daily interactions, the voice assistants even have
an impact on our attitudes and behaviours [1]. Since Al
technologies are constantly evolving, in the future we will
have deeper interactions with Al and many of our day-to-day
decisions might be automated with minimal intervention from
us [2].

Even though we interact with Al on a day-to-day basis,
the moral impacts the Al applications have over us are
widely unknown. The question remains - what are the moral
implications Al has over us. Researches are going on to
answer this question. This is one of the emerging research
fields in sociology and psychology [3]. But in order to
conduct effective researches, the researchers need an easy-to-
use method to evaluate the impact Al applications have on
human morality. One of the simplest and effective methods
for such an evaluation is with the use of chatbots. Chatbots
are one of the predominant AI applications that we use.
Chatbots can behave human-like, are easy to reprogram, and
provides instant feedback. A chatbot with voice support is
known as voicebot”. Although a voicebot has shortcomings
like perceiving empathy and accents, they are much more
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interactive and are gaining popularity [4] [5]. In this project,
we are developing a chatbot with voice support that will help
researchers evaluate the moral impact Al has over humans.

The major constraints in making an efficient chatbot for
such research purposes are licensing issues, privacy concerns,
and the need for a suitable method of evaluation. For efficient
research, researchers need easy-to-use open-source chatbots.
An open-sourced platform allows the researchers to intervene
in most aspects of the chatbot implementation [6]. Since of the
current state-of-the-art chatbots are closed-source and cloud-
based, a major concern with those are the lack of proper
security and privacy [7]. Especially when the purpose of this
chatbot is for social and psychological studies, the privacy
of the participants is an extremely important factor. Studies
have shown that information disclosure will be more when
the chatbot behaves more human-like [8].

In order to steer clear of licensing issues and privacy
concerns, we are using open-sourced frameworks for the im-
plementation of the chatbot as well as for the voice integration.
And as for the method of evaluation, human participants will
engage in an economic decision game with the voicebot. By
analyzing the results, researchers can evaluate how much the
bot can influence the decisions of the participants by providing
them with varying information.

II. RELATED WORK

A preliminary Web of Science search with the terms ”Chat-
bot” and “Conversational Agent” results in 1435 publications
over the past decades (Fig. 1). However, 768 publications were
released since 2019 and indicates that this topic is becoming
more relevant than ever before.

Therefore, we will take a more detailed look at past research
efforts. This section starts with an overview of this topic, i.e.
the past, the current state of research, and future directions.
Then, developed frameworks for classifying or evaluating
chatbots will be discussed. Finally, relevant publications at the
intersection of chatbots and social or psychological research
as well as user studies are presented.

The first known chatbot in history was developed by Joseph
Weizenbaum in 1966 [9]. ELIZA was able to identify certain
keywords and respond based on predefined rules. However, the
chatbot had its limitations as it was only used in the context
of psychotherapy and all keywords had to be included in a
predefined dictionary.
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PARRY was the next well known chatbot, introduced by
Colby et al. [10], simulating a patient with schizophrenia. In
1995, the chatbot A.L.I.C.E. was created by Wallace and fur-
ther improved in the following years [11]. It utilized pattern-
matching and 41000 categories to respond appropriately to
the user [11]. The next century brought to light many sophis-
ticated chatbots thanks to the use of machine learning (ML)
and natural language processing (NLP). First and foremost,
programs like Siri, Google Assistant, or Watson, followed by
the rise of many tools and platforms to develop chatbots for
various use-cases.

The literature offers several definitions of a chatbot, Dale
[12, p. 813] defined them as: “any software application that
engages in a dialog with a human using natural language.” and
is similar to others with the extra notion of AI [13].

Hussain et al. [13] used four criteria for the classification: (i)
interaction mode, which refers to the available modalities, (ii)
goals, i.e. are they designed for specific tasks (task-oriented)
or lengthy conversations without a certain goal (non-task
oriented), (iii) knowledge domain, i.e. the range of knowledge,
and (iv) design approach.

Other researchers examined these criteria more in-depth,
for example Almansor et al. [14] divided each goal into two
subitems. Task-oriented can be further split into supervised
and unsupervised approaches, similar to the ML terms. Non-
task-oriented can be distinguished between retrieval-based and
generation-based chatbots.

Mnasri et al. [15] divided the design approach into five
different architectures, namely rule-based, data-driven, infor-
mation retrieval based, ML, and hybrid. However, all have the
emphasis of ML models and learning approaches in common,
from deep learning, reinforcement learning, (recurrent) neural
networks to the sequence-to-sequence algorithm. Nevertheless,
it might be better to follow a hybrid approach as each model
has its advantages and disadvantages. In addition, the author
suggests separating the approach from the chatbot engine.
Lastly, it is no surprise that ML is the driving force behind
today’s chatbot systems, but on the other hand it is more
dependent on advances in this area and others like NLP.

However, even with these advanced approaches, the highly
complex nature of natural language cannot yet be fully solved,
which limits the ability of chatbots [16].

Radziwill et al. [17] examined 42 publications from industry
and academic sources to analyze the quality attributes of
chatbots and CAs. They first identified three top-level cate-
gories, namely efficiency, effectiveness, and satisfaction, which
were further subdivided into categories measured by different
quality attributes, e.g., robustness or accurate speech synthesis.
In addition, they used the Analytic Hierarchy Process (AHP)
to evaluate quality in terms of performance, humanity, affect,
and accessibility to compare different chatbot systems. Inter-
estingly, this method can also be used to compare two versions
of the same chatbot, and given the learning effects of these
systems, it is vital to periodically assess quality over time.

Another framework by Parikari et al. [18] from 2018,
identified six categories comprising two to four metrics. Each
of them addresses either the chatbot itself, e.g., purpose and
high-level functioning, or the interactions between a human
and the chatbot, e.g., modalities offered and human similarity.
The authors compared ten chatbots and surprisingly, all were
simple, mostly informative, and used only text to communi-
cate. However, due to the small sample size, it is not apparent
how good and useful their framework might be.

A comprehensive framework was developed by Pérez-Soler
et al. [19] in 2021. The authors focused mainly on technical
attributes, 26 in total, and eight administrative attributes that
take into account important developer considerations, such as
open source or pricing. Their framework takes into account
recent advances and requirements of today’s chatbots, such as
the use of NLP, intents, or sentiment analysis. In contrast to
the work of Parikari et al. [18], fourteen prominent chatbots
were selected that have much more sophisticated functionality.
However, the human-friendliness or actual performance of the
chatbot does not matter here.

The framework developed by Braun et al. [20] attempts
to address multiple stakeholders and support their decision-
making process. The framework includes six categories with
two to five subdivisions and focuses mainly on interaction
and how well a chatbot understands its users rather than tech-
nical features. Compared to other studies, they incorporated
another category called Timing, which deals with the chatbot’s
response behavior. Subsequently, they applied their framework
to four realized chatbot systems and then to three tools, namely
Rasa, Kaldi, and Chatfuel.

Finally, Janssen et al. [21] published a taxonomy com-
prising the three levels intelligence, interaction, and context.
Each level is subdivided into dimensions, which in turn are
subdivided into features. The latter level is of particular
interest because it takes into account the chatbot’s operating
environment, which has been measured only briefly in previous
frameworks. The technical level, however, is not as detailed
as the work of Pérez-Soler et al. [19] and is examined more
broadly, such as whether it is rule-based. The authors analyzed
103 chatbots, more than any other previously mentioned study,
and provided some interesting results. Most chatbots are rule-



based, goal-oriented, reactive, and designed primarily to com-
municate with a single person. There are other predominant
characteristics, but this taxonomy, combined with the larger
sample size, provides a comprehensive view of the state of
chatbots in 2020.

The use of CAs in studies as part of a game is not new. The
interaction between an embodied CA and two users in a dice
game was observed by Rehm et al [22] in 2005. The goal was
to test this form of communication as well as the effects on
the users themselves. Training the CA with video recordings
enabled a more human-like interaction, and the participants
not only showed similar emotional behavior to other humans,
but also viewed the CA as competent. Matthias Rehm [23]
published a more extensive follow-up study three years later
that confirmed some of the earlier findings. Although partic-
ipants interacted with the CA similarly to other people, they
tended to behave differently, for example, by observing the
CA’s behavior more closely or discussing the CA with the
other participant.

Volkle et al. [24] analyzed the acceptance of chatbots
on multiple dimensions in three different scenarios. Their
laboratory experiment with 30 participants revealed that the
acceptance is higher in scenarios where the chatbot was used
to solve simple problems or retrieve information. This was not
observed in complex or emotional situations like health which
might be due to the participants lack of trust in the chatbot’s
competence compared to a human.

The aspect of trust was further examined by Fglstad et al.
[26] in an interview study with thirteen users of customer
service chatbots. Their results revealed that not only the
chatbot itself contributes to the user’s perceived trust, but also
the context in which the chatbot is located, e.g. the chatbot
provider or the perceived security, influence the trust level. In
addition, human likeness, which is part of some classification
systems, is related to trust. The performance of the chatbot,
i.e., the responses and the ability to accurately recognize the
user’s request, is also relevant.

In 2020, Fglstad et al. [25] conducted a questionnaire study
with 207 participants from the United States that used chatbots
in various scenarios, e.g. customer service or productivity.
Positive experiences were summarized in seven categories
and negative ones in six. Participants emphasized useful and
efficient chatbots in order to achieve their goals. In addition,
a chatbot with an entertaining way of interacting was high-
lighted as a particularly positive feature. On the other hand,
interpretation issues, the inability to assist, or questions already
asked were rated especially negatively, but less than half of the
participants had something negative to say. How positively or
negatively a chatbot is evaluated by the subscriber depends on
the concrete use case, i.e. different types of chatbots have to
meet different user expectations.

III. TECHNOLOGY REVIEW

In this section, we will review the three main technologies
involved in this project - the NLP framework, the speech-
to-text (STT) engine and the text-to-speech (TTS) engine.

We will discuss the open-source as well as the proprietary
technologies available.

A. Natural Language Processing

Due to recent advances in machine learning and NLP, there
are lot of approaches for building a state-of-the-art chatbot
framework. But most of these frameworks are not yet capable
of creating a truly conversational chatbot.

Currently there are no highly effective recommended sys-
tems for automated comparisons of chatbots. Therefore chatbot
comparisons are often done by humans. For selecting the NLP
framework for this project, our criteria involved - Input and
output modalities, NLP type, pricing model, licensing and
testing & deployment options.

Table I shows the comparison of the most popular NLP
frameworks available today. It includes both the NLP plat-
forms as well as chatbot frameworks. The chatbots offered
by most of the cloud-based platforms have a paid pricing
model with the exception of Facebook’s wit.ai which offers
the service free of charge even for commercial use. While
the cloud-based platforms provide better features, they are
mostly closed-source. Open-source chatbot frameworks pro-
vide greater freedom of development and guarantee better
privacy.

B. Speech-To-Text Engine

The system which is used to recognize and transcribe spo-
ken language to text is known as automatic speech recognition
(ASR) or STT engine. There are various STT tools available
today. The major metrics that are useful for evaluating these
tools are word error rate (WER), Real Time Factor (RTF), and
Type. Table II shows the comparison of major speech to text
engines.

The Word Error Rate is the ratio of Levenstein distance
between words in a reference transcript and words in the
output of the STT engine. The word error rate of a human
transcriptionist is considered to be 4%, while most STT
engines provide a WER between 6% to 25% [27].

The real time factor (RTF) is the ratio of processing time
to the length of the input speech file. A lower RTF means the
engine is computationally more efficient.

Mainly there are two different types of speech recognition
systems - offline, on-device systems as well as cloud based
systems. Although cloud-based speech recognition systems
provide better WER and RTF compared to offline systems,
they are mostly proprietary. Offline systems are better suited
for situations where privacy and open source public licences
are important.

C. Text-To-Speech Engine

The system which is used to artificially create human speech
from text is known as speech synthesis system or text-to-
speech (TTS) engine. Instead of playing recorded speech, a
TTS engine generates speech using plain text as input [29].

TTS engine evaluations are usually done by humans, eval-
uating its ability to be understood clearly and its similarity to



DialogueFlow Watson Rasa Wit.ai Botkit Botpress Lex Microsoft Bot Framework
Company Google IBM Rasa Gmbh Facebook Microsoft Botpress Amazon Microsoft
Custom NLP Support No No Yes No Yes No No No
Hosting Cloud Cloud On-Premise Cloud On-Premise On-Premise Cloud Cloud
License Type Proprietary Proprietary Open-Source Proprietary ~ Open-Source ~ Open-Source Proprietary Open-Source
Pricing Free & Paid Free & Paid Free Free Free Free Free & Paid Free & Paid
Speech Support Yes Yes No, But can Integrate Voice Platforms Yes No No Yes Yes
TABLE I
COMPARISON OF MAJOR CHATBOTS
WER RTF  Hosting
Amazon Transcribe 8.21% N/A Cloud
Google Speech-to-Text 12.21% N/A  Cloud
Mozilla DeepSpeech (0.6.1) 7.55% 0.46  On-Device Rasa Bot Flask Server
Picovoice Leopard (v1.0.0) 8.34% 0.46  On-Device v n Clients
TABLE TI 0

COMPARISON OF SPEECH-TO-TEXT ENGINES [28]

the human voice. The major metrics considered for these eval-
uations are - Speed, Quality, Clarity, and listening experience.
While most of the TTS systems are on par with humans on
Speed and Clarity metrics, they are lacking in the quality and
listening experience metrics [30].

IV. APPROACH

For the implementation of this project, we use “Rasa Open
Source” as the NLP framework along with the open source
models for STT and TTS from the Mozilla Deepspeech
project. [32], [33], [34]. The main advantages Rasa has over
its competitors are on-premise installation and open source
licence. Even though Rasa provides additional functionalities
over Rasa Open Source as "Rasa X”, we refrained from using
it since it was not open-source.

Mozilla Deepspeech is used as the voice engine because
it an offline open-source and privacy-friendly framework.
Mozilla Deepspeech is the tensorflow implementation of
Baidu’s Deep Speech architecture [31]. Another advantage of
Deepspeech is that it has a low word error rate even with
the default, pre-trained model. Since both Mozilla Deepspeech
and Rasa Open Source are written in Python, it allows easier
integration.

The project consists of two parts - a SocketlO Flask
server on which the voice engines are installed and a Rasa
chatbot container. This modulized setup allows good treata-
bility and adaptability for future development. For the deliv-
ery/deployment of the project, docker-compose is used.

A. System Architecture

Social experiments in the field of psychology and sociology
are often conducted through web applications. Therefore the
voicebot will be deployed as a web server and the participants
will interact with it through their web browser.

In figure 2 the overall system architecture of the project can
be seen. The python web framework Flask is used as a server,
on which the voice processing is performed. It communicates
with the clients through web sockets. This ensures a fast way to
transfer the audio data from the participants web browser to the
backend. The server then processes the audio data (see section
IV-C) and sends the resulting test data to the rest api channel

amn -

@ =

docker container

docker container

~<+— rest api (Post/Get) ~<— Websockets

Fig. 2. Architecture - System.

of the rasa chatbot. The chatbot then sends a text response
back to the Flask server where it is turned into speech. The
speech data is then sent through the websockets to the clients
and played in the browser.

B. Rasa Chatbot

Rasa SDK

Input/Output
Channels

Rasa Open Source

Bot User

Fig. 3. Architecture - Rasa. [35]

Fig. 3 shows the architectural overview of Rasa Open
Source. Since Rasa has a scalable design, it allows easier inte-
gration with other systems. The primary components involved
are Natural Language Understanding (NLU) and dialogue
management (Rasa Core).

NLU is responsible for intent classification, entity extraction
and response retrieval, while dialogue management decides on
the next action (conversation) to perform [35].

The above diagram (Fig. 4) shows the message handling
inside Rasa Open Source. The messages a user sends are
passed on to an interpreter (Rasa NLU) which converts and
extracts the entities and intents within the message. Then
interpreter passes this message to the tracker, which keeps
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Fig. 4. Message Handling in Rasa. [36]

track of the conversation state and logs the actions that are
taken. The current state of the tracker is sent to each policy,
which in turn chooses the next action to take. And finally, the
response is sent to the user [36].

C. Voice Integration
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Fig. 5. Architecture - Voice [36]

Fig. 5 illustrates the functioning of the voice integration. The
browser of the client activates the microphone of the device
and continuously records the users audio input. This input is
sent through websockets as audio blobs of 0.5 sec length to
the flask server. There it is split into smaller audio frames
of 20ms and analyzed by a WebRTC voice activity detector
(VAD) with an aggressiveness of three in order to evaluate if
the user is speaking. Then these classified frames are fed into
an audio buffer. Once the VAD detects speech the audio is fed
into a Deepspeech audio context stream until the VAD stops
detecting speech. Then the audio context stream is analysed
by the Deepspeech STT model and the output text is spell
checked by the Textblob framework. The checked text data is
then sent through a Post request to the Rasa chatbot container
and an text answer is received. This answer is analysed in
order to determine if previously processed voice files of the
text answer are stored locally as .ogg files on the web server.
If so, these files are sent through the websocket connection to
the clients browser. If no voice files of the chatbots answer
exist, the text data is fed into the Deepspeech TTS model and
the newly created output voice file is sent to the client.

V. EVALUATION

The major challenges in creating chatbots with voice inte-
gration are creating a conversation flow which seems human
like and keeping the latency of the responses at a minimum.
These capabilities are tested in an economic decision game,
where the participants will interact with the voicebot before
either investing in a ”green” or “normal” investment fond. The
participants will have to ask the voicebot about the task and the
voicebot will try to influence their behavior. The main focus
on the analysis will lie on the performance of the voice model
and if the Rasa chatbot is capable of understanding imperfect
input data.

The Rasa framework provides a state of the art NLU model
combined with dialogue management. The NLU model shows
good performance in understanding and classifying the users
intents if the text input doesn’t show any spelling mistakes.
The higher the input error rate is, the lower the resulting
performance. Due to the relatively high error rate of the STT
models, this can compromise the NLU model to an extent, at
which it is no longer capable of correct intent classification.
In order reduce such spelling mistakes, spell checking is
performed on the text data before analyzing it with the NLU
model.

The Deepspeech SST model has an official word error rate
of 7.55%. The experiment shows, that this is only the case, if
the participants speak slow and clearly in an almost inhuman
manner. Once the participants start speaking fast and unclear
or with a strong accent, the model only understands single
words correctly. This leads to an inability in finding the users
intents correctly. Since the amount of intents in the used NLU
model is comparably low, the Rasa chatbot still manages to
conduct the experiment, but it will struggle to do so for more
complex tasks. New versions of the Rasa framework might be
capable to handle imperfect input data better.

Since the Deepspeech project is under continuous
development, newly developed models might soon be
available, which reach ever lower word error rates. The
modularity of the STT integration on the Flask server would
allow quick exchanges of models. The exchange of the model
will therefore be simple and fast, without making major
changes of the overall architecture necessary.

The success of a voicebot framework mainly depends on
a fast response creation. To achieve low latencies, mostly the
STT and the TTS models need to be investigated, because
they are mainly responsible for the processing time. The
Rasa chatbot, the spell checking by Textblob as well as the
audio data transfer through the websockets do not account for
considerable time delays. The Deepspeech STT model need for
an average sentence (e.g. “Can you help me with my task?”)
0.26 seconds on an laptop. This is fast enough to be human
like. The TTS on the other side has a real time factor 0.6. This
means, that the processing of a phrase like "Hello! I am Juila.
I will help you today with your task.” takes 2.58 seconds. The
processing time increases even more for longer phrases which



are needed in the experiment to explain the task and answer
the questions. Creating speech in an online fashion is therefore
not feasible.

The processing time can be greatly reduces by generating
the voicebot answers in advance before launching the ex-
periments. As all the answers are carefully reviewed by the
researchers before conducting the experiments, there is no
need to generate voice live. The audio files are saved on the
server and played on demand to the users, if they math the
response of the Rasa bot. The response time can be kept below
one second, which is reasonable.

VI. CONCLUSION

In this paper we introduced and open source voicebot
framework which can be used under public licence. The simple
communication structure through websockets and the rasa rest
api makes it transferable to other server setups. Voice detection
is added to make the communication with the voicebot more
human like. The speech processing time is kept below one
second by previously generating voice files for all Rasa chatbot
answers.

Remaining obstacles for real world social experiments are
the poor performance of the Deepspeech STT model on
imperfect voice as well as the undercomplexity of the Rasa
dialogue management. This leads to the failure of the Rasa
stories. A better STT model would greatly improve the overall
performance of the voicebot.
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